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Definition

"Algorithmics" can be defined as the design and analysis of algorithms (Knuth 2000). As a
mathematical domain, algorithmics is not principally concerned by human execution of
algorithms for instance for arithmetic computation (see 2010/index/chapterdbid/313187 for
a discussion) but rather by a reflection on how algorithms are built and how they perform.
Algorithms exist and have been studied since the beginning of Mathematics. However, the
emergence of algorithmics as a mathematical domain is contemporary to digital computers,
the work on computability by Church  (1936), Turing (1937) and other mathematicians
being often considered as seminal. Computer science, also emerging  at the same time, is
concerned with methods and techniques for machine implementation whereas algorithmics
focuses on the properties of algorithms. 

Typical questions addressed by Algorithmics are the effectiveness of an algorithm (whether
or not it returns the expected result after a finite number of steps), the efficiency (or
complexity) of an algorithm (an order of the number of steps for a given set of data) and
the equivalence of algorithms (for example iterative and recursive equivalent forms). Djiskra
(1976, p 7) notes that “as long as an algorithm is only given informally, it is not a proper
object for a formal treatment” and therefore that “some suitable formal notation” is needed
“to study algorithms as mathematical objects". This formal notation for algorithms or
“language” is a vehicle for abstraction rather than for execution on a computer.

Algorithms in mathematics education research

Research in Mathematics education and computers most often concentrates on the use of
technological environments as pedagogical aids. Authors like Papert and Harel (1991),
Dubinsky (1999) or  Wilensky and Resnick (1999) proposed computer programming as an
important field of activity to approach mathematical notions and understanding.  This
strand of research does not consider the design and analysis of algorithms as a goal in
itself. The hypothesis is that building algorithms operating on mathematical objects and
implementing these in a dedicated programming language (LOGO or ISTL) is able to promote
a "constructive" approach to scientific concepts.  The language's features (recursivity,
functions...) are chosen in order to support this approach. Students' access to a formal
algorithmic language is generally not an issue because the tasks proposed for students
generally imply short programs with a simple structure.

In a few countries and regions, curricula for Algorithmics have been implemented and, in
parallel, research studies have been conducted. For instance, at the end of the years
1980, a curriculum has been written and tested for 7th and 8th grade students in a region
of Germany (Cohors-Fresenborg, 1993). Concepts of Algorithmics were taught by making
students solve calculation problems using of a concrete “registermachine”.

These research studies are few and do not really tackle questions at the core of
algorithmics like effectiveness and complexity, reflecting the fact that, at school levels
investigated by research studies, students’ consideration of algorithmics is still limited by
the difficult access to a symbolic language. 

Students’ understanding of algorithmic structures and languages

In France, programming algorithms has been proposed as a task for secondary students in
various curricula. Because the time devoted for these tasks was short, students’
understanding of algorithmic structures and languages appeared to be the real challenge,
algorithmics in the sense of Knuth (2010) being inaccessible to beginners without this
prerequisite. Didactic research studies were developed focusing on this understanding. 

Samurcay (1985) was interested by 10th grade students’ cognitive problems relatively to
variables in iteration. The method was to ask students to complete iterative programs in
which instructions were missing. Missing instructions were of three types: the initialization
of the iterative variable, an assignment of the iterative variable in the loop body, and the
condition for exiting the loop. Important misunderstandings of the semantics of variables
were identified. For instance, regarding the initialisation, some students think that the
initial value has necessarily to be entered by a reading instruction; others systematically
initialise variables to zero. They are clearly influenced both by preconception of how a
computer works, and by previous examples of algorithms that did not challenge these
preconceptions. The author concludes that more research studies are essential in order to
understand how students conceptualize the notions associated to iteration, and to design
adequate didactical situations.

Samurcay, Rouchier (1990) studied students’ understanding of recursive procedures
distinguishing between two aspects: self-reference (relational aspect) and nesting
(procedural aspect). They designed teaching sessions with the aim to help pupils to
construct a relational model of recursion, challenging students’ already existing procedural
model. After sessions introducing the students to the LOGO graphic language without
recursion, they designed ten lessons, first introducing the students to graphic recursive
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Samurcay, Rouchier (1990) studied students’ understanding of recursive procedures distinguishing
between two aspects: self-reference (relational aspect) and nesting (procedural aspect). They 
designed teaching sessions with the aim to help pupils to construct a relational model of recursion, 
challenging students’ already existing procedural model. After sessions of introducing the students 
to the LOGO graphic language without recursion, they designed ten lessons: first introducing the 
students to graphic recursive procedures, making them distinguish between initial, central, and final
recursion and then ocdu res , mak ing t hem  d ist i nguish  b et ween i niti al , centr al  a nd f i nal  r ec ursi on , and t hen
helping them to generalise recursive structures by transferring recursive procedure to
numerical objects for tasks of generating sequences. Observing students, they conclude
that introducing recursion is a non obvious “detour” from already existing procedural model
of iteration, and a promising field for research.

Lagrange (1995) considered the way 10th and 11th grade students understand
representations of basic objects (strings, Booleans) in a programming language.  Analysing
students’ errors in tasks involving simple algorithmic treatments on these objects, he found
that misunderstandings result from assimilation to “ordinary” objects and treatments. For
instance, when programming the extraction of a substring inside a string, students often
forgot to assign the result to a variable; the reason is that they were not conscious of the
functional nature of the substring instruction, being influenced by the “ordinary” action
oriented language. Another example is that students generally did not consider the
assignment to a Boolean value, not understanding that in an algorithmic language,
“conditions” are computable entities. Similar difficulties found in this study were analysed in
relationship with analogous obstacles in accessing the algebraic symbolism at middle school
level. Programming simple algorithms involving these non numerical objects seemed
promising for overcoming such obstacles.

Nguyen (2005) questioned the introduction of elements of algorithmics and programming in
the secondary mathematical teaching, showing that, on one hand there is a fundamental
solidarity between mathematics and computer science based on the history and the
current practice of these two disciplines, and that on the other hand, the ecology of
algorithmics and programming in secondary teaching is not obvious. Focusing on the
teaching/learning of loop and of computer variable notions in France and in Vietnam, he
proposed an experimental teaching unit in order that 10th grade students learn the
iterative structure.  He chose to make students build suitable representations of this
structure by solving tasks of tabulating values of polynomial using a dedicated calculator,
emulated on the computer, and based on the model of calculator existing in the secondary
teaching of the two countries with the additional capacity to record the history of the
keys pressed.

The experimental teaching was designed as a genesis of the machine of Von Neumann: the
students had to conceive new capabilities for the calculator especially erasable memories
and controlled repetition in order to perform iterative calculations, and programming
through the writing of the successive messages (programs) to machines endowed with
different characteristics. This allowed for the emergence of the notion of iterative variables
and treatments. In the framework of the Theory of Didactical Situations, a milieu and a
fundamental situation are then offered for the construction of the iterative structure.

Algorithmics and programming competencies 

In parallel to mathematics education research, studies have been carried out in the field of
psychology of programming. Most studies in the field address professional programming and
discuss opportunities and constraints of programming languages, and design strategies for
experts (for an example, see Petre  & Blackwell 1997). Some studies focused on
programming problem solving by beginners with tasks very close to students’ activity in
early algorithmics courses. For instance Rogalski and Samurçay (1990) focused on the
acquisition of programming knowledge “as testified by students’ ability to solve
programming problem”, that is to say, to pass from “real” world objects and situations to
an effective program implementation. Rogalski and Samurçay (1990) insist on “the variety
of cognitive activities and mental representations related to program design, program
understanding, modifying, debugging (and documenting)”. They stress the necessity for
beginners of adequate mental models of data representation and processing.

These models include static schemas and plans. Schemas are defined as sets of organised
knowledge used in data processing that help to achieve small scale goals. Plans are
organized sets of dynamic procedures related to the schemas. For instance, when
programming the sum of numbers in a list of arbitrary length, schemas are related to
different sub tasks like entering the list and computing iteratively partial sums, and the
plans help to define a strategy, separating the two sub tasks, or merging these in a single
iteration. More generally, research in the field of psychology of programming by beginners
usefully complements math education research because it introduces theoretical models of
human thinking to give account of competencies required to build or understand programs
or algorithms.

Perspectives

In spite of nearly 30 years of existence, mathematics education research in algorithmics
remains in its infancy. It is conditioned by political decisions to include algorithms in the
mathematics curriculum. Finding ways to help students access an algorithmic language
together with adequate mental models of data representation and processing appears to
be a condition in order that they could tackle central questions like complexity or proof of
algorithms. This is consistent with Djiskra's (ibid.) epistemological view that a suitable
formal notation is needed to study algorithms as mathematical objects. It is also a
stimulating challenge that the above mentioned research studies just started to take up.
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